Poisson distribution series on a general class of analytic functions

B. A. Frasin

Abstract. The main object of this paper is to find necessary and sufficient conditions for the Poisson distribution series to be in a general class of analytic functions with negative coefficients. Further, we consider an integral operator related to the Poisson distribution series to be in this class. A number of known or new results are shown to follow upon specializing the parameters involved in our main results.

1. Introduction and definitions

Let \( \mathcal{A} \) denote the class of the normalized functions of the form
\[
f(z) = z + \sum_{n=2}^{\infty} a_n z^n,
\]
which are analytic in the open unit disk \( U = \{ z \in \mathbb{C} : |z| < 1 \} \). Further, let \( \mathcal{T} \) be a subclass of \( \mathcal{A} \) consisting of functions
\[
f(z) = z - \sum_{n=2}^{\infty} |a_n| z^n, \quad z \in U.
\]

Let \( p(n) = t_3n^3 + t_2n^2 + t_1n + t_0 \) be a polynomial of degree 3 with real coefficients \( t_3, t_2, t_1 \) and \( t_0 \). Then a function \( f \) of the form (2) is in \( \mathcal{S}^k(t_3, t_2, t_1, t_0, \mu) \), if and only if
\[
\sum_{n=2}^{\infty} n^k p(n) |a_n| \leq \mu \quad (k \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}, \ \mu > 0).
\]

The class \( \mathcal{S}^k(t_3, t_2, t_1, t_0, \mu) \) was introduced by the author in [11].
Remark 1.1. By suitably specializing the real constants $t_3, t_2, t_1, t_0, k$ and $\mu$, the class $S^k(t_3, t_2, t_1, t_0, \mu)$ includes as its special cases various classes of analytic functions with negative coefficients that were considered, for example, in [2–8, 14, 16, 21–24, 29, 32, 35, 36].

Let $\gamma \in \mathbb{C}\{0\}$, $0 < \beta \leq 1$, $0 \leq \lambda \leq 1$, and $z \in \mathbb{U}$. A function $f$ of the form (2) is in the class $\mathcal{M}(\gamma, \lambda, \beta)$ if
\[
\left| \frac{1}{\gamma} \left( \frac{zf'(z) + \lambda z^2 f''(z)}{\lambda z f'(z) + (1 - \lambda)f(z)} - 1 \right) \right| < \beta,
\]
and in the class $\mathcal{R}(\gamma, \lambda, \beta)$ if
\[
\left| \frac{1}{\gamma} (f'(z) + \lambda z f''(z) - 1) \right| < \beta.
\]
Altintaş et al. [5] introduced the classes $\mathcal{M}(\gamma, \lambda, \beta)$ and $\mathcal{R}(\gamma, \lambda, \beta)$. They proved that a function $f$ of the form (2) is in the classes $\mathcal{M}(\gamma, \lambda, \beta)$ and $\mathcal{R}(\gamma, \lambda, \beta)$ if and only if
\[
\sum_{n=2}^{\infty} (\lambda(n - 1) + 1)(n + \beta |\gamma| - 1) |a_n| \leq \beta |\gamma|
\]
and
\[
\sum_{n=2}^{\infty} n(\lambda(n - 1) + 1) |a_n| \leq \beta |\gamma|,
\]
respectively. These classes are special cases of $S^k(t_3, t_2, t_1, t_0, \mu)$, where $k = 0$, $t_3 = 0$, $t_2 = \lambda$, $t_1 = 1 - 2\lambda + \lambda \beta |\gamma|$, $t_0 = (1 - \lambda)(\beta |\gamma| - 1)$, $\mu = \beta |\gamma|$ for the class $\mathcal{M}(\gamma, \lambda, \beta)$, and $k = 1$, $t_3 = t_2 = 0$, $t_1 = \lambda$, $t_0 = 1 - \lambda$, $\mu = \beta |\gamma|$ for $\mathcal{R}(\gamma, \lambda, \beta)$.

Let $\mathcal{P}(C, D)$ denote the class of analytic function in $\mathbb{U}$ which are of the form $(1 + Cw(z)) / (1 + Dw(z))$, where $-1 < C < D \leq 1$ and $w(z)$ is an analytic function with $w(0) = 0$, $|w(z)| < 1$ in $\mathbb{U}$. Define
\[
\mathcal{S}^*(C, D) = \{ f \in \mathcal{A} : \frac{zf'(z)}{f(z)} \in \mathcal{P}(C, D) \}
\]
and
\[
\mathcal{K}(C, D) = \{ f \in \mathcal{A} : zf'(z) \in \mathcal{S}^*(C, D) \}.
\]
Shukla and Shukla [31] (see also [15]) gave the following necessary and sufficient conditions for functions $f$ of the form (2) to be in the classes $\mathcal{T}^*(C, D) = \mathcal{S}^*(C, D) \cap \mathcal{T}$ and $\mathcal{C}(C, D) = \mathcal{K}(C, D) \cap \mathcal{T}$:
\[
\sum_{n=2}^{\infty} (n(1 + D) - (1 + C)) |a_n| \leq D - C
\]
and
\[ \sum_{n=2}^{\infty} n(n(1+D) - (1+C)) |a_n| \leq D - C, \]
respectively. These classes are also special cases of \( S^k(t_3,t_2,t_1,t_0,\mu) \), with 
\( k = 0, t_3 = t_2 = 0, t_1 = 1 + D, t_0 = -(1+C) \), \( \mu = D - C \) for the class \( T^*(C,D) \), and with 
\( k = 1, t_3 = t_2 = 0, t_1 = 1 + D, t_0 = -(1+C) \), \( \mu = D - C \) for \( C(C,D) \).

For \( 0 \leq \alpha < 1 \) and \( \gamma, \beta \geq 0 \), let \( W_1(\alpha,\gamma,\beta) \) denote the class of functions \( f \in A \) such that
\[ R \left\{ (1 - \gamma + 2\beta) f(z) + (\gamma - 2\beta) f'(z) + \beta z f''(z) \right\} > \alpha, \quad (z \in U). \]

For some details about this class, see [28]. We can easily prove that a function \( f \) of the form (2) is in the class \( W_1T(\alpha,\gamma,\beta) = W(\alpha,\gamma,\beta) \cap T \) if and only if
\[ \sum_{n=2}^{\infty} [ n(n-1)\beta + (\gamma - 2\beta)n + (1 - \gamma + 2\beta)] |a_n| \leq 1 - \alpha. \]

We note that \( S_0(0,\beta,\gamma - 3\beta,1 - \gamma + 2\beta,1 - \alpha) = W_1T(\alpha,\gamma,\beta) \).

The Poisson distribution, derived in 1837 by the French mathematician Siméon Denis Poisson, is a discrete probability distribution that is used to express the probability of observing a number of events in a given interval of time or space if these events occur with a known average rate and independently of the time since the last event.

A variable \( X \) is said to be Poisson distributed if it takes the values \( 0,1,2,\ldots \) with probabilities \( e^{-m}, me^{-m}/1!, m^2e^{-m}/2!, \ldots \), respectively, where \( m \) is called the parameter. Thus
\[ P(X = r) = \frac{m^r e^{-m}}{r!}, \quad r = 0,1,2,\ldots. \]

In [28], Porwal (see also [21, 23]) introduced a power series whose coefficients are probabilities of Poisson distribution
\[ K(m)(z) = z + \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} e^{-m} z^n, \quad z \in U, \]
where \( m > 0 \). By ratio test the radius of convergence of the above series is infinity. Also, Porwal [28] defined the series
\[ F(m)(z) = 2z - K(m)(z) = z - \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} e^{-m} z^n, \quad z \in U. \]
Using the Hadamard product, Porwal and Kumar [29] introduced a new linear operator $I(m) : A \to A$ defined by

$$I(m)(z)f = K(m)(z) * f(z) = z + \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} e^{-m}a_nz^n, \quad z \in U,$$

where $*$ denotes the convolution (or Hadamard product) of two series.

Motivated by several earlier results on connections between various sub-classes of analytic and univalent functions by using hypergeometric functions (see, for example, [9, 18, 33, 34]) and by the recent investigations of Porwal [28, 29, 27], in the present paper we determine necessary and sufficient conditions for $F(m)(z)$ to be in our new class $S_0(t_3, t_2, t_1, t_0, \mu)$. Finally, we give conditions for the integral operator $G(m)(z) = \int_0^z \zeta^{-1}F(m)(\zeta)d\zeta$ to be in the class $S_1(t_3, t_2, t_1, t_0, \mu)$.

2. Necessary and sufficient conditions

First we obtain necessary and sufficient conditions for $F(m)(z)$ to be in $S_0(t_3, t_2, t_1, t_0, \mu)$.

**Theorem 2.1.** If $m > 0$ and $\mu > 0$, then $F(m)(z)$ is in $S_0(t_3, t_2, t_1, t_0, \mu)$ if and only if

$$t_3m^3 + (t_2 + 6t_3)m^2 + (t_1 + 3t_2 + 7t_3)m + (t_0 + t_1 + t_2 + t_3)(1 - e^{-m}) \leq \mu. \quad (4)$$

**Proof.** Since

$$F(m)(z) = z - \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} e^{-m}z^n,$$

according to (3) we must show that

$$\sigma_1 := \sum_{n=2}^{\infty} \frac{(t_3n^3 + t_2n^2 + t_1n + t_0)m^{n-1}}{(n-1)!} \leq e^n \mu.$$

Writing

$$n = (n - 1) + 1, \quad n^2 = (n - 1)(n - 2) + 3(n - 1) + 1, \quad (5)$$

and

$$n^3 = (n - 1)(n - 2)(n - 3) + 6(n - 1)(n - 2) + 7(n - 1) + 1, \quad (6)$$

we have

$$\sigma_1 = t_3 \sum_{n=4}^{\infty} \frac{m^{n-1}}{(n-4)!} + (t_2 + 6t_3) \sum_{n=3}^{\infty} \frac{m^{n-1}}{(n-3)!}$$

$$+ (t_1 + 3t_2 + 7t_3) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-2)!} + (t_0 + t_1 + t_2 + t_3) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!}. $$
Using the facts that
\[ \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} = e^m - 1 \quad \text{and} \quad \sum_{n=j}^{\infty} \frac{m^{n-1}}{(n-j)!} = m^{j-1}e^m, \quad j \geq 2, \]
we immediately have
\[ \sigma_1 = t_3m^3e^m + (t_2 + 6t_3)m^2e^m + (t_1 + 3t_2 + 7t_3)me^m + (t_0 + t_1 + t_2 + t_3)(e^m - 1). \]
But this last expression is bounded above by \( \mu e^m \) if and only if (4) holds. \( \square \)

**Theorem 2.2.** If \( m > 0 \) and \( \mu > 0 \), then \( \mathcal{F}(m)(z) \) is in \( S^1(t_3, t_2, t_1, t_0, \mu) \) if and only if
\[ t_3m^4 + (10t_3 + t_2)m^3 + (25t_3 + 6t_2 + t_1)m^2 + (15t_3 + 7t_2 + 3t_1 + t_0)m + (t_0 + t_1 + t_2 + t_3)(1 - e^{-m}) \leq \mu. \] (7)

**Proof.** In view of (3) we must show that
\[ \sum_{n=2}^{\infty} n(t_3n^3 + t_2n^2 + t_1n + t_0) \frac{m^{n-1}}{(n-1)!} \leq e^m \mu, \]
or, equivalently,
\[ \sigma_2 := \sum_{n=2}^{\infty} (t_3n^4 + t_2n^3 + t_1n^2 + t_0n) \frac{m^{n-1}}{(n-1)!} \leq e^m \mu. \]
Using (5) and (6), and writing
\[ n^4 = (n-1)(n-2)(n-3)(n-4) + 10(n-1)(n-2)(n-3) + 25(n-1)(n-2) + 15(n-1) + 1, \]
we have
\[ \sigma_2 = t_3 \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-5)!} + (10t_3 + t_2) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-4)!} + (25t_3 + 6t_2 + t_1) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-3)!} + (15t_3 + 7t_2 + 3t_1 + t_0) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-2)!} + (t_3 + t_2 + t_1 + t_0) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} \]
\[ = t_3m^4e^m + (10t_3 + t_2)m^3e^m + (25t_3 + 6t_2 + t_1)m^2e^m + (15t_3 + 7t_2 + 3t_1 + t_0)me^m + (t_3 + t_2 + t_1 + t_0)(e^m - 1). \]
Therefore, we see that the last expression is bounded above by \( e^m \mu \) if and only if (7) is satisfied. \( \square \)
3. Inclusion properties

A function \( f \in A \) is said to be in the class \( R^\tau(A, B) \), \( \tau \in \mathbb{C}\setminus\{0\} \), \( -1 \leq B < A \leq 1 \), if

\[
\left| \frac{f'(z) - 1}{(A - B)\tau - B[f'(z) - 1]} \right| < 1, \quad z \in U.
\]

This class was introduced by Dixit and Pal [10].

**Lemma 3.1** (see [10]). If \( f \in R^\tau(A, B) \), then

\[
|a_n| \leq (A - B)\frac{|\tau|}{n}, \quad n \in \mathbb{N} - \{1\}.
\]

The result is sharp.

Making use of Lemma 3.1, we will study the action of the Poisson distribution series on the classes \( S^0(t_3, t_2, t_1, t_0, \mu) \) and \( S^1(t_3, t_2, t_1, t_0, \mu) \).

**Theorem 3.2.** Let \( m > 0 \), \( \mu > 0 \), and \( f \in R^\tau(A, B) \). Then \( I(m)(z)f \) is in \( S^0(t_3, t_2, t_1, t_0, \mu) \) if

\[
(A - B)|\tau| \left[ t_3m^2 + (3t_3 + t_2)m + (t_1 + t_2 + t_3)(1 - e^{-m}) \right.
\]

\[
\left. + \frac{t_0}{m}(1 - e^{-m} - me^{-m}) \right] \leq \mu.
\]

(8)

**Proof.** In view of (3) it suffices to show that

\[
\sigma_3 := \sum_{n=2}^{\infty} (t_3n^3 + t_2n^2 + t_1n + t_0) \frac{m^{n-1}}{(n-1)!} |a_n| \leq \mu e^m.
\]

Since \( f \in R^\tau(A, B) \), by Lemma 3.1 we have

\[
\sigma_3 \leq (A - B)|\tau| \sum_{n=2}^{\infty} (t_3n^2 + t_2n + t_1) \frac{m^{n-1}}{(n-1)!} + (A - B)c_0 |\tau| \sum_{n=2}^{\infty} \frac{m^{n-1}}{n!}.
\]

Thus, using (5), we get

\[
\sigma_3 \leq (A - B)|\tau| \left[ t_3 \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-3)!} + (3t_3 + t_2) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-2)!} \right.
\]

\[
\left. + (t_1 + t_2 + t_3) \sum_{n=2}^{\infty} \frac{m^{n-1}}{(n-1)!} + t_0 \sum_{n=2}^{\infty} \frac{m^{n-1}}{n!} \right]
\]

\[
\leq (A - B)|\tau| \left[ t_3m^2e^m + (3t_3 + t_2)me^m \right.
\]

\[
\left. + (t_1 + t_2 + t_3)(e^m - 1) + \frac{t_0}{m}(e^m - 1 - m) \right].
\]

But this last expression is bounded above by \( \mu e^m \) if (8) holds. \( \square \)
Theorem 3.3. Let $m > 0$, $\mu > 0$, and $f \in \mathcal{R}^\tau(A, B)$. Then $I(m)(z)f$ is in $S^1(t_3, t_2, t_1, t_0, \mu)$ if
\[
(A - B) |\tau| \left[ t_3m^3 + (t_2 + 6t_3)m^2 + (t_1 + 3t_2 + 7t_3)m \\
+ (t_0 + t_1 + t_2 + t_3)(1 - e^{-m}) \right] \leq \mu.
\]

Proof. In view of (3) it suffices to show that
\[
\sigma_4 := \sum_{n=2}^\infty n(t_3n^3 + t_2n^2 + t_1n + t_0) \frac{m^{n-1}}{(n-1)!} |a_n| \leq \mu e^m.
\]
Since $f \in \mathcal{R}^\tau(A, B)$, by Lemma 3.1 we have
\[
\sigma_4 \leq (A - B) |\tau| \sum_{n=2}^\infty (t_3n^3 + t_2n^2 + t_1n + t_0) \frac{m^{n-1}}{(n-1)!}.
\]
The remaining part of the proof is similar to that of Theorem 2.1, and so we omit the details.

4. An integral operator

In this section we obtain necessary and sufficient conditions for the integral operator
\[
G(m)(z) = \int_0^z \frac{F(m) (\zeta)}{\zeta} d\zeta
\]
to be in $S^1(t_3, t_2, t_1, t_0, \mu)$.

Theorem 4.1. If $m > 0$ and $\mu > 0$, then the integral operator $G(m)(z)$ is in $S^1(t_3, t_2, t_1, t_0, \mu)$ if and only if the condition (4) is satisfied.

Proof. Since
\[
G(m)(z) = z - \sum_{n=2}^\infty \frac{e^{-m}m^{n-1}}{n!} z^n,
\]
in view of (3) we only need to show that $\sigma_1 \leq \mu e^m$.

The remaining part of the proof is similar to that of Theorem 2.1, and so we omit the details.

Theorem 4.2. If $m > 0$ and $\mu > 0$, then the integral operator $G(m)(z)$ is in $S^0(t_3, t_2, t_1, t_0, \mu)$ if and only if
\[
t_3m^2 + (3t_3 + t_2)m + (t_1 + t_2 + t_3)(1 - e^{-m}) + \frac{t_0}{m}(1 - e^{-m} - me^{-m}) \leq \mu.
\]
5. Corollaries and consequences

In this section, we apply our main results in order to deduce each of the following new results.

**Corollary 5.1.** Let \( m > 0, \gamma \in \mathbb{C}\setminus\{0\}, \) \( 0 < \beta \leq 1, \) and \( 0 \leq \lambda \leq 1. \)

1. \( \mathcal{F}(m)(z) \) is in \( \mathcal{M}(\gamma, \lambda, \beta) \) if and only if
   \[
   e^m|\lambda m^2 + (1 + \lambda + \lambda \beta |\gamma|)m| \leq \beta |\gamma|.
   \]
2. \( \mathcal{F}(m)(z) \) is in \( R(\gamma, \lambda, \beta) \) if and only if
   \[
   \lambda m^2 + 4(1 - \lambda)m + (1 - e^{-m}) \leq \beta |\gamma|.
   \]
3. If \( f \in \mathcal{R}^*(A, B), \) then \( \mathcal{I}(m)(z)f \) is in \( \mathcal{M}(\gamma, \lambda, \beta) \) if
   \[
   (A - B)|\tau|[\lambda m + (1 - \lambda + \lambda \beta |\gamma|)(1 - e^{-m})
   + \frac{(1 - \lambda)(\beta |\gamma| - 1)}{m}(1 - e^{-m} - me^{-m})] \leq \beta |\gamma|.
   \]
4. If \( f \in \mathcal{R}^*(A, B), \) then \( \mathcal{I}(m)(z)f \) is in \( R(\gamma, \lambda, \beta) \) if
   \[
   (A - B)|\tau|[(1 - \lambda + \lambda \beta |\gamma|)(1 - e^{-m}) + \frac{(1 - \lambda)(\beta |\gamma| - 1)}{m}(1 - e^{-m} - me^{-m})] \leq \beta |\gamma|.
   \]
5. The integral operator \( \mathcal{G}(m)(z) \) is in \( R(\gamma, \lambda, \beta) \) if and only if
   \[
   \lambda m + 1 - e^{-m} \leq \beta |\gamma|.
   \]
6. The integral operator \( \mathcal{G}(m)(z) \) is in \( \mathcal{M}(\gamma, \lambda, \beta) \) if and only if
   \[
   \lambda m + (1 - \lambda + \lambda \beta |\gamma|)(1 - e^{-m}) + \frac{(1 - \lambda)(\beta |\gamma| - 1)}{m}(1 - e^{-m} - me^{-m}) \leq \beta |\gamma|.
   \]

**Corollary 5.2.** Let \( m > 0 \) and \( -1 < C < D \leq 1. \)

1. \( \mathcal{F}(m)(z) \) is in \( T^*(C, D) \) if and only if
   \[
   e^m(1 + D)m \leq D - C. \tag{10}
   \]
2. \( \mathcal{F}(m)(z) \) is in \( C(C, D) \) if and only if
   \[
   e^m[(1 + D)m^2 + (3D - C + 2)m] \leq D - C.
   \]
3. \( \mathcal{I}(m)(z)f \) is in \( T^*(C, D) \) if
   \[
   (A - B)|\tau|[(1 + D)(1 - e^{-m}) - \frac{(1 + C)}{m}(1 - e^{-m} - me^{-m})] \leq D - C.
   \]
4. For \( f \in \mathcal{R}^*(A, B), \) \( \mathcal{I}(m)(z)f \) is in \( C(C, D) \) if
   \[
   (A - B)|\tau|[(1 + D)m + (D - C)(1 - e^{-m})] \leq D - C.
   \]
5. The integral operator \( \mathcal{G}(m)(z) \) is in \( C(C, D) \) if and only if condition (10) is satisfied.
6. The integral operator \( \mathcal{G}(m)(z) \) is in \( T^*(C, D) \) if and only if
   \[
   (1 + D)(1 - e^{-m}) - \frac{(1 + C)}{m}(1 - e^{-m} - me^{-m}) \leq D - C.
   \]
Corollary 5.3. Let $m > 0$, $0 < \alpha < 1$, and $\gamma, \beta \geq 0$.

1. $\mathcal{F}(m)(z)$ is in $\mathcal{WT}(\alpha, \gamma, \beta)$ if and only if
   \[ e^m[\beta m^2 + \gamma m] \leq 1 - \alpha. \]

2. For $f \in \mathcal{R}(A, B)$, $\mathcal{I}(m)(z)f$ is in $\mathcal{WT}(\alpha, \gamma, \beta)$ if
   \[ (A - B) |\tau| [\beta m + (\gamma - 2\beta)(1 - e^{-m}) + \frac{1 - \gamma + 2\beta}{m}(1 - e^{-m} - me^{-m})] \leq 1 - \alpha. \]

3. The integral operator $G(m)(z)$ is in $\mathcal{WT}(\alpha, \gamma, \beta)$ if and only if
   \[ \beta m + (\gamma - 2\beta)(1 - e^{-m}) + \frac{1 - \gamma + 2\beta}{m}(1 - e^{-m} - me^{-m}) \leq 1 - \alpha. \]

Remark 5.4. By suitably specializing the real constants $t_3, t_2, t_1, t_0, k$ and $\mu$ in Theorems 2.1, 2.2, 3.3, and 4.1, we have the corresponding results obtained for various classes in [1, 12, 13, 17, 20, 21, 23, 28, 29].

Further, our main results can lead to several additional new results by suitably specializing the real constants $t_3, t_2, t_1, t_0, k$ and $\mu$ in other subclasses of analytic functions with negative coefficients introduced and studied by several authors as stated in Remark 1.1.
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